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P O L I C Y  F O RU M  

BIOSECURITY 

AI and biosecurity: The need for governance 
Governments should evaluate advanced models and if needed impose safety measures 

By Doni Bloomfield1,2, Jaspreet Pannu1,3,4, 
Alex W. Zhu1, Madelena Y. Ng5, Ashley Lewis6, 
Eran Bendavid3,4, Steven M. Asch4, Tina 
Hernandez-Boussard5,6, Anita Cicero1, 
Tom Inglesby1 

G
reat benefits to humanity will likely 
ensue from advances in artificial in-
telligence (AI) models trained on or 
capable of meaningfully manipulat-
ing substantial quantities of biological 
data, from speeding up drug and vac-

cine design to improving crop yields (1 3). But 
as with any powerful new technology, such 
biological models will also pose considerable 
risks. Because of their general-purpose na-
ture, the same biological model able to design 
a benign viral vector to deliver gene therapy 
could be  used to design a more pathogenic  
virus capable of evading vaccine-induced im-
munity (4). Voluntary commitments among 
developers to evaluate biological models� po-
tential dangerous capabilities are meaningful 
and important but cannot stand alone. We 
propose that national governments, includ-
ing the United States, pass legislation and 
set mandatory rules that  will prevent ad-
vanced biological models from substantially 
contributing to large-scale dangers, such as 
the creation of novel or enhanced pathogens 
capable of causing major epidemics or even 
pandemics. 

Current models only provide blurry 
image[s] of novel bacterial genomes (5), are 
data limited (6), and require in vitro valida-
tion (7). However, the rapid progress of AI 
and the ever-larger resources being invested 
in computation and data generation for 
biological models suggests that capabilities 
are likely to accelerate (8). Researchers creat-
ing leading biological models recognize this 
dual-use danger. Baker and Church caution 
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that protein-design technology is vulnerable 
to misuse and the production of dangerous 
biological agents (9). The creators of the  
genomic-prediction model Evo note that the 
ability to discern fitness associated with cer-

tain sequences can assist in the discovery of 
novel biomarkers or therapeutic targets, but 
can also catalyze the development of harmful 
synthetic microorganisms (5). Although they 
recognize that there remain barriers to the 
production of dangerous novel agents, they 
call for a proactive discussion involving the 
scientific community, security experts, and 
policy-makers...to prevent misuse [M.Y.N., 
A.L., and T.H.-B. were also co-authors of (5)]. 
Scientists have an ethical obligation to con-
sider the broader effects of this line of work, 
including the potential for future misuse. 

A global consortium of biological model 
developers has recently taken a crucial first 
step, adopting the Responsible AI x Biode-
sign statement of community values and 
commitments (10). Signatories committed 
to developing methods to evaluate models� 
dangerous capabilities, undertaking such 
evaluations before model release, and pur-
chasing synthetic nucleic acids only from 
providers that screen orders for biosecurity 
purposes (A.C. and T.I. signed this statement 
as supporters). 

NECESSARY BUT INSUFFICIENT 
We do not rely on scientists voluntary ethi-
cal agreements alone to protect human sub-
jects of scientific research or to ensure that  
live Ebola virus is handled safely in laborato-
ries. The scientific community generally rec-
ognizes that some forms of research involve 
substantial risks that must be considered in 
a formal oversight process before a study 
moves forward. Given academic pressure to 
publish quickly, the lack of model developer 
expertise in biosecurity risks, and the absence 
of standard approaches to risk evaluation, 
voluntary risk assessment of new biological 
models will not be sufficient. 

There are many types of biological mod-
els, and the number of models that qualify 
as such will continue to expand as general-
purpose AI tools and combinations of models 
can increasingly be used for biology-relevant 
purposes. Within this broad range of mod-

els, only a narrow set of advanced biological 
models have characteristics that currently 
warrant oversight. Regulations should ini-
tially focus on models that (i) are trained 
with very large computational resources 
(for example, greater than 1026 integer or 
floating-point operations, a threshold used 
in the White Houses recent Executive Order 
on AI) on very large quantities of biological 
sequence and/or structure data, or (ii) were 
trained with at least a lower quantity of com-
putational resources on especially sensitive 
biological data that are not widely acces-
sible (for example, new data that link viral 
genotypes to phenotypes with the capacity 
for pandemic spread). By focusing on these 
classes of models, officials are more likely to 
evaluate the models that pose the greatest 
risks without unduly hampering academic 
freedom. Officials would also thereby avoid 
attempting to control a vast swath of AI re-
search, which would likely do more harm 
than good. The scope of concerning models 
may change over time.  For  example,  it  may 
become necessary to evaluate models capable 
of autonomously running laboratory experi-
ments, even if such models were not trained 
on biological data directly [for example, (2)]. 
Regulators should therefore be given suf-
ficient, although not unlimited, flexibility to 
modify the definition of biological models 
subject to oversight as technology and the 
nature of high-consequence risks change. 

The US and UK governments have taken 
initial steps in this direction by creating 
new organizations tasked with designing 
safety evaluations for leading frontier mod-
els, including evaluations to better under-
stand biological-weapons threats. Prerelease 
evaluations of advanced biological models, 
targeted to identify capabilities that present 
pandemic-level risks, should be required and 
standardized where possible. 

It is difficult to forecast precisely when 
these dangerous capabilities may surface. 
Without robust data on pathogen character-
istics, AI models may struggle to carry out 
the most concerning tasks, such as increasing 
viral transmission. Models trained solely on 
data from the distribution of pathogens pres-
ent in nature may be limited in their ability 
to generate novel pathogens with properties 
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far outside existing evolutionary bounds. 
Currently, the field lacks automated, scal-
able ways to iteratively synthesize, ma-
nipulate, test, and generate data on novel 
pathogens. These limitations are not likely 
to restrain progress indefinitely, however. 
High-throughput data generation and au-
tonomous robotics may in the future enable 
task-specific feedback loops that permit ex-
ploration of pathogenicity and transmission 
characteristics that extend beyond what is  
present in natural pathogen diversity. More-
over, there is evidence that AI models can 
extrapolate to novel biological design space 
(11, 12). Biological models may not be able 
to substantially contribute to creating novel 
or enhanced pandemic-capable pathogens 
today. But scientists can already generate 
high-quality data on pathogenic character-
istics and will likely soon be able to generate 
such data at higher volumes and at reduced 
cost. Researchers could then use such data 
to train models that are potentially capa-
ble of extrapolating to new biological con-
structs. The essential ingredients to create 
highly concerning advanced biological mod-
els therefore may already exist or soon will. 
Establishment of effective governance sys-
tems now is warranted. 

In the United States, this would entail 
providing a federal agency with the author-
ity to subject a narrow class of advanced  
biological models (as defined above), before 
release, to an independent biosafety and bi-
osecurity evaluation and to impose safety 
measures if needed. Whichever agency is 
tasked with this oversight should work 
with the new US AI Safety Institute to de-
sign validated tools capable of assessing 
whether a biological model possesses high-
consequence dangerous capabilities. The 
oversight process should be both narrowly 
tailored and adequately funded to ensure  
speedy review and limited interference with 
the scientific process. It is important that 
these rules extend to private companies, 
which are also developing biological models. 

There is substantial precedent for this 
approach. For example, scientists and 
policy-makers have jointly developed 
principles and regulations to ensure that 
government-funded research that involves 
human subjects is conducted responsibly 
and have created rules to protect animals 
in research settings. A tiny fraction of life-
sciences research that could lead to both 
meaningful benefit and harm referred 
to as dual-use research of concern  is  
also subject to federal oversight. Research 
regulations are not limited to government 
grantees: the US Food and Drug Adminis-
tration requires that human trials used to 
support pharmaceutical approvals comply 
with ethical standards. 

BALANCING ACCOUNTABILITY 
AND OPENNESS 
In creating new rules, policy-makers  
should prioritize mitigating the most 
consequential biosecurity risks� includ-
ing the substantial facilitation of novel or 
enhanced pathogens capable of causing 
major epidemics or pandemics while pre-
serving broad autonomy for researchers to 
develop models, publish, and collaborate 
(13). Policy-makers should craft narrowly 
tailored rules to retain the substantial ben-
efits of scientific openness, including those 
that accrue to public health. 

To that end, the United States should 
only subject an AI model to prerelease 
evaluation if it meets the advanced bio-
logical model criteria discussed above. 
Evaluations should attempt to elicit such 

models� abilities to substantially contribute 
to high-consequence risks. Officials design-
ing evaluations can draw on longstanding 
recommendations developed to reduce 
risks from dual-use research of concern 
and pathogens enhanced in ways that make 
them more likely to cause an epidemic or 
pandemic (13). Experts have spent years 
evaluating proposed research work related 
to increasing pathogenicity, experience that 
can now be applied to assess AI models. 
Thus, for example, evaluations should test 
whether a biological model is able to plausi-
bly increase a pathogens transmissibility or 
virulence or its ability to evade the immune 
system and medical countermeasures. 

Because physically testing a model s 
ability to design or synthesize new patho-
gens capable of causing a pandemic may 
be risky in itself, evaluations could also 

Geographic distribution of biological model developers 
To analyze the geographic distribution of biological model developers, we compiled the 
country-level location of the authors of the 59 relevant publications in the most com-
prehensive database of such models to date (8).The authors of (8) collected data on 
60 publications concerning 90 models (some publications described multiple models). 
According to their report, the authors collected their data by surveying the biological 
sequence model literature, leaderboards of common benchmarks used to evaluate 
models and frequently downloaded open-source protein language models (8).We sup-
plemented their data by hand-collecting country-level location data for each publication 
author in their database (see supplementary materials).We excluded a report of one 
model published only on a newsletter website; that model was not otherwise described 
in the database. Overall, 83% of publications included authors located in just four 
countries: the United States, United Kingdom, China, and Germany.A majority (58%) 
of publications included a US author, more than publications involving authors from the 
United Kingdom (19%), China (14%), or Germany (14%).The US role is even more pro-
nounced when examining the models trained by using the most substantial computing 
resources. Among the top 20 models by compute training measured as the number of 
floating-point operations per second carried out to create the final model all but two 
involved a US author. In one of those exceptions, the biological model was a modified 
version of LLama-7B, an open model released by Meta Platforms, a US company. 

create tests that proxy for certain danger-
ous capabilities. For example, evaluators 
could test  whether future AI-enabled ro-
botic tools are capable of autonomous, de 
novo synthesis of benign pathogens, as a 
proxy assessment for the synthesis of more 
dangerous ones. We expect that current 
biological models would not pose substan-
tial risk by these metrics, but that may 
change. Thresholds for when a meaning-
ful improvement in model capability has 
occurred should be set in advance, and it 
should be clear when such thresholds have 
been crossed. In the above described ex-
ample, thresholds might correspond to the 
percentage of steps in the synthesis pro-
cess that have been fully automated by AI. 

Many AI evaluation approaches are now 
automated and standardized, features that 

can enable fast and fair assessment. US 
government officials should work with ex-
perts in machine learning, infectious dis-
ease, ethics, and biosecurity, along with 
the governments of other nations, to de-
vise a frequently updated battery of tests 
to probe probable risks from existing and 
novel pathogen families. On the basis of 
the results of those tests, officials can de-
termine�with a presumption toward open-
ness�whether model restrictions such as 
limitations on model access or required 
use of application-programming interfaces 
should be required. 

Oversight policies will need to address  
special risks associated with publications 
that release a model  s weights, which de-
fine how the model operates. Such releases 
allow third parties to modify a model s 
capabilities. For example, creators of the 
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Evo model sought to guard against misuse 
by excluding viral genomes that infect 
eukaryotic hosts� from the model s train-
ing data. They then published the model 
weights, as is currently the norm in aca-
demia (5). Within weeks of Evo s release, 
other scientists had refined the model  s  
published weights with data on viruses 
that infect humans (14).  The data in that  
case involved a benign virus family, but the 
case highlights that fine-tuning an open 
model is often much cheaper than training 
a new large model, and so oversight poli-
cies will need to account for the possibility 
of postrelease fine tuning. As the Responsi-
ble AI x Biodesign signatories recognized, 
�[p]ractices for limiting access and distri-
bution should be followed for AI systems 
that present identified meaningful and 
unresolved risks� (10). In addition, the US 
government should create best practices 
for responsible sharing of large-scale new 
data on pathogenic characteristics of con-
cern, such as viral genomic data matched 
with transmissibility characteristics. In 
this area, officials can draw on past poli-
cies for responsible data distribution, such 
as those applied by the National Institutes 
of Health to certain human genomic data. 

EVALUATION REQUIREMENTS 
INDEPENDENT OF FUNDING SOURCES 
Because considerable biological model re-
search happens outside of US government 
funded laboratories, prerelease evaluation 
requirements for concerning advanced bio-
logical models should be required irrespec-
tive of funding source. The private sector has 
created some of the world s leading biologi-
cal models� for example, Google DeepMind s 
AlphaFold series of protein-folding models 
(Google DeepMind recently released an AI 
safety framework that includes biosecurity 
evaluation commitments). Because the com-
putational resources used to train biological 
models are increasing exponentially, it is 
likely that a growing proportion of leading 
biological models will be created in indus-
try, as in other  domains of AI research (8). 
Government AI biosecurity policies should 
therefore apply to advanced biological mod-
els that pose potential high-consequence 
threats, whether or not they were developed 
with federal funding assistance. 

COMMON INTERNATIONAL APPROACHES 
For now, a considerable portion of biologi-
cal model development takes place in the 
United States (see the box). Although this 
makes the United States a promising place 
to initiate regulatory discussions, research-
ers are also developing leading biological 
models outside the United States. Govern-
ments around the world should create rules 

to ensure that advanced biological models, 
wherever developed, are evaluated before 
release. The UK AI Safety Summit was a 
promising early indication that govern-
ments may be able to find common ground 
on AI safety. During the summit, many 
countries signed the Bletchley Declaration 
acknowledging the potential risks of AI, in-
cluding in domains such as biotechnology 
and cybersecurity. Given the nearly uni-
versal antipathy toward biological weap-
ons expressed in the Biological Weapons 
Convention, and the InterAcademy Part-
nerships recent adoption of biosecurity 
guidelines for scientists, there may be a 
path toward international cooperation on 
biological model risks as well. Cooperation 
on this front should extend beyond coun-
tries responsible for the majority of biologi-
cal model development to date, given that 
risks will be borne globally. 

Policy-makers should strive to harmonize 
oversight standards to avoid regulatory 
arbitrage and conflicts over digital trade, 
problems that have plagued the encryp-
tion and data privacy arenas. At the same 
time, officials in countries with the most 
advanced AI technology should prioritize 
effective evaluations, even if they come at 
some cost to international uniformity. 

GENOME SYNTHESIS SCREENING 
Last, although it is critical and necessary 
to require providers of synthetic nucleic 
acids to screen purchases to prevent the 
unjustified distribution of highly dangerous 
nucleic acids, that policy will not by itself 
be sufficient to protect against AI biological 
model risks. The argument has been made 
that oversight of the digital-to-physical di-
vide will be sufficient to reduce biosecurity 
risks because the digital information pro-
duced by biological models is harmless by 
itself (9). Unfortunately, no country has le-
gal requirements for such genome synthesis 
screening in place. We strongly support such 
a legal requirement, and the White House 
has recently issued a directive to prevent 
recipients of federal funding from purchas-
ing synthetic nucleic acids from providers 
that do not screen orders. However, those 
requirements will not apply to the private 
sector, and other countries do not have sim-
ilar requirements in place. Even if they are 
put in place, such requirements are not suf-
ficient to eliminate the risk of malicious ac-
tors synthesizing dangerous new constructs 
without detection (15). Chemical methods 
for creating short, single-stranded nucleic 
acid sequences (oligonucleotides) have been 
known for more than four decades and are 
now routine around the world. Oligonucle-
otides in turn can be stitched together to 
form whole viral genomes and then (with 

relevant expertise and resources) booted 
up into infectious viruses by using mam-
malian cells (15). Global oversight of nucleic 
acid synthesis and viral rescue, although 
critical, should be complemented by prere-
lease review of advanced biological models 
that may be able to generate highly concern-
ing pathogen information or automate sub-
stantial portions of the synthesis and rescue 
process. In addition, policy-makers should 
develop and seek international agreement 
regarding best practices for the responsi-
ble sharing of new and important data on 
pathogenic characteristics of concern. 

CONCLUSION 
Biological model developers have taken an 
important step in adopting voluntary com-
mitments to reduce risk. As they have before 
with the advent of new and powerful tools, 
researchers and other parties should now 
begin to work with government officials to 
implement those principles and inform gov-
ernment oversight policies and regulations 
that balance biological models substantial 
benefits with their greatest risks. j 
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